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Theoretical treatments of perceptual development typically focus on the vis-
ual world. Here, surfaces have to be broken up and perceived as entities that
are bounded and separate from one another. This is essential for object per-
ception. An equally challenging but different domain in which to pose ques-
tions about perceptual development involves infants’ perception of “auditory
objects,” in the case discussed here, speech.

It is illuminating to think of speech as an “object of perception.” Consider
the consonants and vowels, the sounds that form the building blocks of
speech. These phonetic segments are the entities used when we execute a se-
quence of articulatory gestures needed to pronounce a word. Vocalizing the
word split very slowly highlights this point. The junctures between the units
of split are smooth, but there are five distinct gestures or targets that must be
sequenced in order to produce the word. The gesture for /s/ can be separated
from that of /p/ and /1/, and so on. Eliminating one of the gestures, for in-
stance the /p/ or the /1/, results in the new words slit and spit. Moreover, the
correct sequencing of segments is invariant whether the word is spoken or
written. In the former case the sequence of articulatory gestures has to be
mouthed in a given order; and in the latter a series of orthographic symbols is
sequenced using motions of the hand with a writing instrument. The same is
true in the perception of the word. Whether in reading the printed word or in
listening to a speaker, the ordered sequence of units has to be deciphered for
the word to be perceived. The consonants and vowels of speech, although
they cannot be held like a ball or a cup, are independently manipulable enti-
ties with phenomenal reality. They are the “units” of speech and, as such, are
objects of perception.
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It is of interest to theory building to understand how infants develop a
sense of the critical properties defining objects and their separateness from
other objects. Visual objects have to be recognized even when they sit on top
of other things and might appear to be continuous with them, They have to
be recognized when they are rotated in space, appear at different distances,
or are partially occluded. According to some theories, an infant’s ability to
pick up and handle an object enriches his tendency to define it as a separate
entity distinct from all others. Visual objects are tangible, manipulable
things.

Speech sounds are not “things” that can be reached for, touched, and held.
In fact, defining speech sounds in any physical sense is difficult. The charac-
teristics defining a speech sound’s identity as well as the characteristics
defining its unity or separateness are notoriously complicated. Speech seg-
ments are described as exhibiting a lack of “invariance” (the identity problem
in speech) and “linearity” (the unity problem) (Chomsky & Miller, 1963).

Regarding the lack of invariant acoustic properties in speech segments, re-
search has repeatedly demonstrated that the acoustic cues underlying the per-
ception of individual phonetic segments are context dependent (Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967). One context cue that
exemplifies this is the age and gender of the talker. Because talkers’ mouths
differ dramatically in size and shape, even a simple vowel such as /a/ results
in very different physical signals when it is produced by talkers of different
age and sex (Peterson & Barney, 1952). Moreover, when a given sound is pro-
duced by the same talker but in different phonetic environments (e.g., the
/d/in/da/, /di/, and /du/) it is “co-articulated,” that is, it is strongly influ-
enced by its neighboring consonants and vowels. This causes rather large dif-
ferences in the acoustic events that signal /d/ in the three cases. A compar-
able situation in vision would be if an object, such as a cup, actually changed
its physical shape when it sat adjacent to different objects, or rested on differ-
ent surfaces. This would make defining the cup’s “true” features very difficult
indeed. Presumably, however, there would be some invariant set of features
that remain constant across all contexts in which the cup appears, and these
features could be described as the criterial ones defining the object. In
speech, it is just such a search for the invariant cues to speech objects that has
proven so frustrating and difficult. (But see Blumstein and Stevens, 1981, for
recent progress.) The mapping between acoustic information and phonetic
perception is enormously complex; so much so that to date no computer can
be programmed to recognize the phonetic structure of ongoing speech across
a variety of talkers.

No less problematic is the issue of unity, or as it is more classically referred
to in speech, the linearity or segmentation problem. The speech stream as it
appears acoustically is continuous. It cannot be temporally segmented so that
the surface layout of the acoustic stream relates in a one-to-one fashion to the
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ordered sequence of speech sounds that are perceived. Speech sounds do not
lie out in order like beads on a string even though they are perceived that way.
Thus, although speech sounds have phenomenal reality —they are produced
as a planned sequence of motor gestures and perceived as an ordered se-
quence of segments — delineating their boundaries and their defining charac-
teristics physically, either in exact acoustic or motor terms, has so far proven
impossible.

Finally, to make things more complex, we know that there are multiple
sources of information that contribute to the perception of speech segments.
For example, no less than six distinct auditory events, spread out in time,
control the perception of the voicing feature (Klatt, 1975). Not only do
acoustic cues that are relatively close to the unit influence it, but events that
are quite remote, say three to four words away from it, influence its identity.
This is the rule, not the exception, in defining speech units. How these multi-
ple sources of information are integrated and weighed is a central problem in
speech perception.

Most recently, investigations on the multiple-sources-of-information
problem in speech have raised a new issue —the multimodal delivery of that
information. The question is whether information delivered through a mo-
dality other than audition can influence the perception of speech segments.
In object perception, the answer to this is quite clear. Information about ob-
jects is not restricted to that delivered by a single sensory modality. Objects in
the world —cups, coins, keys—can be seen as well as touched, and informa-
tion from both modalities can contribute to the identity and unity of the ob-
ject. Thus, objects in the world are intermodally specified, and research has
shown that observers use both kinds of information to identify objects.

But what of the objects of speech? Speech is normally considered the sole
province of audition. Yet speech can be seen. During typical conversations
we see the talker’s face, and watch the movements of lip, tongue, and jaw that
are concomitant byproducts of the speech event. So in some sense speech is
both auditory and visual. But is speech an intermodal event for the listener/
observer? Are the visual events that accompany the auditory signal taken into
account in determining the identity of the unit, or are they simply ignored?
And if adults take speech to be an intermodal event, how is knowledge of its
intermodal nature acquired by infants?

This is a new and complex issue in speech. Here the mapping between phys-
ical cues and phonetic percepts goes beyond the realm of the single modality
typically associated with it. As such, it becomes an intermodal mapping
problem. How such a complex array of information—including that deliv-
ered by eye and by ear —is organized in development is the subject of this par-
ticular chapter. We show that speech is already an intermodal object of per-
ception for young infants, and that this has some interesting theoretic
implications.
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THERE IS MORE TO SPEECH THAN MEETS THE EAR:
EFFECTS OF VISION ON SPEECH PERCEPTION

In adults the sight of a person producing speech contributes to its perception
by hearing-impaired people. Lip-reading was used to teach deaf people to
speak at least as early as the mid 1500’s; Pablo Bonet in 1620 credits Ponce de
Leon with having “taught the dumb to speak” at that time (Deland, 1920).
There is ample modern-day research to indicate that normal-hearing adults
also benefit from watching a talker’s mouth movements, especially in noise
(Sumby & Pollack, 1954). The “cocktail party effect,” watching the face of
the talker at a noisy party, is a common example. We do it without being
aware of it, presumably because it feels as if vision helps us to hear the talker.
Those of us who wear glasses are also familiar with the impression that it is
harder to hear without our glasses on.

These commonplace examples notwithstanding, the full theoretical impact
of the role of vision in speech perception was not recognized until relatively
recently. One factor bringing the issue to the center of attention was demon-
strations that a normal-hearing observer is strongly influenced by the sight of
the talker’s articulatory movements, even when the auditory signal is per-
fectly clear, and not degraded by noise. A powerful demonstration of this oc-
curs when the auditory and visual information in speech, which is normally
redundant, is put in conflict. When auditory information specifying the di-
syllable /baba/ is combined with visual information specifying the disyllable
/gaga/, the illusory percept /dada/ is perceived (McGurk & MacDonald,
1976). This effect is robust at least for that particular pair of sounds and
has been replicated in several labs (Green & Kuhl, 1986; Kuhl, Green, &
Meltzoff, in preparation; Massaro & Cohen, 1983; Summerfield, 1979). We
are just beginning to understand some of the factors governing the integra-
tion of discrepant auditory and visual speech information by adults, and sev-
eral competing theoretical explanations have emerged (Kuhl et al., in pre-
paration).

We do know that the role of vision is not restricted to situations involving a
specific mouth movement that relates to a particular phonetic unit in a sylia-
ble. Here we cite two quite different examples. The first example involves the
perception of the phonetic distinction /b/ versus /w/. This phonetic distinc-
tion is influenced by many different sources of information. One of them is
the overall rate at which a speaker is talking (Miller & Liberman, 1979). Sys-
tematic increases or decreases in the rate of speech necessitate systematic
changes in the specific acoustic cues required to perceive /b/ versus /w/. This
means that the listener takes rate of articulation information into account
when evaluating the acoustic information. Both the acoustic cues and the
overall rate information are used to decide whether the speaker said /b/ or
/w/. What is surprising is that this source of information, rate of speech, can
be presented visually rather than auditorially, with no diminution in the ef-
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fect. Green and Miller (1985) had observers watch a speaker who used either
a fast or a slow rate of speech, while listening to the same acoustic informa-
tion. The question was whether or not watching the fast versus slow speech
wot influence the /b-w/ judgments. The results showed that picking up the
rate information visually resulted in a replication of the same effect observed
when the rate information was delivered auditorially. Nearly identical
changes in the acoustic information were shown to be needed to maintain the
perception of /b/ as opposed to /w/. Apparently, even information as global
as “rate of speech” can be provided  ‘ough the optic channel.

A second example demonstrates that the effects of visual information on
speech perception are not restricted to single syllables. This experiment in-
volved the perception of ongoing speech. It demonstrated that speech can be
perceived qu  readily under extremely impoverished listening conditions if
the face of the talker is in full view. Grant, Ardell, Kuhl, and Sparks (1985)
presented listeners with a pure-tone signal that followed the fundamental fre-
quency (pitch) of a talker who was reading prose. In the first test condition,
the listener did not face the reader, so no visual information was available.
Only the tone was presented. By itself, the tone pro led no information
about speech. Not a single word, syllable, or phoneme could be identified. It
was simply atone it changed in frequency. In the second condition, the lis-
tener turned and faced the talker, watching the talker speak while listening to
the tone. The listener was to repeat, word for word, everything the talker
said, so that the degree of speech reception could be precisely assessed. Re-
sults showed that the listener/observer could successfully repeat about 70%
of the material, as opposed to about 40% when vision alone was provided.
The value of visual  ormation, particularly in conjunction with auditory in-
formation, was thus firmly demonstrated.

Taken together, these studies provide powerful evidence that speech per-
ception is not the sole province of av tion. [t ¢  be; we can hear perfe vy
well wi  our eyes closed. But when provided, information from the visual
channel is taken into account. In fact, our work (Kuhl et al., in preparation)
and that of others (Massaro & Cohen, 1983) suggest that the perceiver is
compelled to take visual information > account when it is present. It can-
not be ignored. What mechanism relates speech information from two such
disparate sources, the eye and the ear? What is the ontogenesis of the ability
to equate optic and acoustic information for speech? We return to this ques-

n after examining the nature of the information that v >n supplies.

THERE 3 MORE TO SPEECH THAN MEETS THE EYE:
LIMITATIONS ON THE VISUAL CHANNI

Thus far we have discussed the surprising extent to which visual information
of various sorts contributes to speech perception. It is now appropriate to
dispel any notion th  the reader may have formed that all or even most of
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manifestation of intonation. Linguistic stress, which is cued by changes in in-
tonation, loudness, and duration, is also not directly perceivable by eye. Al-
though there has been little experimental work to verify it, a likely feature be-
ing used in studies where prosodic cues are picked up visually is information
about the durations and junctures of syllables provided by the opening and
closing of the mouth. (Of course, there may be other associated body changes
that often go along with linguistic stress, such as arm movements, head nods,
and/or eyebrow movements, but here we are addressing ourselves to the nec-
essary concomitants of prosodic information that are manifest in the articu-
latory movements themselves.)

To summarize, much of speech misses the eye. Of the phonetic features
that make up consonant and vowel segments, only the place feature can be
seen. The manner feature is not visible. Some prosodic information, in the
form of syllabification, is probably available. and this is a powerful cue in
on-going speech, but no direct manifestation of intonation or linguistic stress
can be gleaned through the visual channel. The contribution of vision to
speech perception is therefore carried by a very small number of speech fea-
tures. An interesting fact is that the highly visible place features are more
disruptable by auditory perturbations than their invisible cousins. Miller and
Nicely (1955) showed that the introduction of noise and/or filtering affects
the perception of place features dramatically. Just the opposite is true for
manner features. They are virtually invisible, but are auditorially robust.
Thus, there is an interesting complementarity between the various speech fea-
tures when delivered through the auditory versus the visual modality.

SPEECH THROUGH THE TACTUAL SENSE

As discussed, place information can be perceived by the visual channel. But
before we propose a “place by eye, manner by ear” hypothesis (MacDonald &
McGurk, 1978), a rather more startling finding needs to be dealt with. Infor-
mation about some speech features—notably manner features, such as
voicing, nasality, and frication —can be successfu  delivered through the
skin.

Much r for deaf listeners
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evidence t ic skin can be inte-
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features can enter via the visual or auditory modality and information about
manner features can enter through th¢  inor ear. To date, there are no mod-
els of speech perception that explain or predict that this should be the case.
The pick-up of speech information from such varied input systems poses a
profound problem for models of the speech-recognition mechanism.

The profound problem is captured in the following examples. A bilabial
articulation, such as /b/, can be signaled either by the sight of lips coming to-
gether or by the sound of formant transitions that rise in frequency. To ad-
dress another case, the timing difference that separates the release of a stop
consonant and the onset of voicing (which distinguishes /b/ from /p/ and is
called the voice-onset time or VOT), can be presented either auditorially, in
the form of two acoustic events, or tactually, in the form of differentially
timed vibratory pulses. How is information delivered across different input
modalities equated by the speech-processing mechanism? And when place in-
formation is delivered by eye and manner by ear or skin, how is the informa-
tion organized to form a phenomenally unified speech percept? Is there a
common metric, one that is modality-neutral, amodal, that recognizes the
equivalence between information entering different channels?

One way to approach these problems is to ask how the developing system
comes to be organized. When, for example, do infants recognize that visual
information about speech, particular mouth movements and postures, corre-
spond to particular speech sounds?

In 1980, we embarked on a research program to find this out. One of
us had already explored the cross-modal perception of objects (Meltzoff &
Borton, 1979) and found that 4-week-olds could relate objects presented vis-
ually to those previously explored tactually. He had also done research indi-
cating that young infants could perceive subtle differences in mouth move-
ments, inasmuch as they could differentially imitate mouth movements on
the basis of vision alone (Meltzoff, 1985; Meltzoff & Moore, 1977, 1983a).
The other had done extensive work on infants’ auditory perception of speech,
primarily the categorization and representation of speech sounds (Kuhi,
1985, 1986a, 1986b, 1987). She had also examined adults’ abilities to perceive’
speech information delivered through visual and tactile channels (Grant et
al., 1985, 1986; Sparks et al., 1978, 1979). The time was ripe to examine in-
fants’ perception of intermodal relations for speech. What followed was a
series of collaborative experiments designed to pose “lipreading” problems
for infants (Kuhl & Meltzoff, 1982, 1984a). The studies produced three im-

portai + (a) young infants can indeed related speech information
presel riallv and visually, (b) reducing the speech signal to a simple
acous t! p >wels is not a sufficient stimulus to
prodi Y n and (c) infants provide evidence of
vocal tl ¥ r aspect of the intermodal organiza-

tion ¢
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sound but not that they could solve the cross-modal matching problem. To
guard against this we placed the loudspeaker midway between the two faces.

A second problem was less obvious, and more difficult to solve. Because
speech is dynamic and unfolds in time we had to make sure that the match be-
tween the auditory and visual stimuli was not based on their temporal charac-
teristics. Consider the following situation. If the visual /a/ mouth remained
open for a longer period of time than the visual /i/ mouth, and the /a/ sound
was likewise longer, then infants’ detection of a match between visual /a/
and auditory /a/ could be based on purely temporal characteristics. Simi-
larly, the time course of the mouth openings (opening, maximum, and
closing) and the amplitude envelope of the sounds (gradually louder to a
maximum and then gradually softer) had to be well matched. We took a vari-
ety of steps to control these temporal env pe cues (Kuhl & Meltzoff,
1984a).

First, rather than using a single face to represent /a/ visually and a single
face to represent /i/ visually, we used a series of productions (20) of each.
This was done so that no idiosyncratic feature of a single articulation could
influence the detection of the match. The same was true for the auditory
stimuli. Twenty auditory /a/’s and 20 auditory /i/’s were chosen for use, and
importantly, they were not the /a/’s and /i/’s originally produced by the cho-
sen visual stimuli. Thus there were no idiosyncratic features to link the two
domains. All of the auditory and visual stim fell within a narrow and
overlapping range. We felt that slight variation in duration and loudness was
good because it tended to focus infants’ attention on the category /a/ and the
category /i/ rather than on single features of any one stimulus. It also made
the stimuli appear to be natural productions of ¢ ng series of vowels.

The stimuli were used to create two film loops each 3 min in duration (one
with /a/ on the right and /i/ on the left, and the other opposite this), and
two auditory loops (one for each of the two vowels). A special projector was
used to replay the stimuli, and it allowed a mechanica nk between the audio
and visual 16-mm tracks so that once started they could not get out of sync.
Each of the visual loops could be combined with each of the audio loops to
create four conditions. The alignment of the audio and visual loops was done
in a professional studio and was made ¢ 1 by the careful control over selec-
tion of the stim'  for use. When ¢ 1plete, watching the /a/ or the /i/ face
while listening either to the /a/ or /i/ auditory sou track provided no clue
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al., 1969) isolates the component features of speech objects, and many di-
verse experiments attest to the psychological reality of these features.

The distinctive features of vowels are defined primarily in terms of spectral
(frequency) informationrz :rthaninterms of temporal or amplitude (loud-
ness) information. As such, they are related to the locations of the formant
frequencies. Our first step in identifying the effective stimulus was to verify a
fact that we inferred from our previous work but had not directly tested. The
fact we inferred was as follows: Because we had matched the auditory and
visual vowel stimuli on all temporal and amplitude parameters, we inferred
that infants’ matches must be based on the spectral properties of the auditory
signal, that is, the pattern of frequency differences that signaled the /a/
versus /i/ vowels. We thus hypothesized that if we altered this spectral infor-
mation somehow, by taking the formant frequencies out of the sounds for ex-
ample, infants could no longer succeed on the cross-modal task. In our first
study exploring the effective stimulus governing the effect (Kuhl & Meltzoff,
1982, 1984a) we set out to test this hypothesis directly.

The /a/ and /i/ vowels used in the first study were altered to remove the
spectral information that distinguished the sets of vowels (their formant fre-
quencies) while leaving whatever temporal and amplitude information that
remained. Using computer analysis techniques, we extracted the time-
intensity curves (the amplitude envelopes) of the vowels and their precise du-
rations. Then we computer synthesized pure-tone stimuli with a frequency of
200 Hz (the average value of the female talker’s fundamental frequency), one
for each of the original 20 /7a/ and 20 /i/ vowels. Each pure-tone stimulus ex-
actly followed the amplitude envelope of its speech-stimulus original. Thus,
we created 40 new auditory stimuli, devoid of spectral information but
matched in every detail to the temporal and amplitude cues that remained in
the original stimuli.

These pure-tone stim  could not be identified as /a/ or /i/, yet when they
were played while looking at the faces, the resulting display was quite engag-
ing. Because the temporal properties of the tones matched the original vow-
els, the tones became louder as the mouths grew wider and softer as the
mouths drew to a close. Thus, if infants in our task could discover a match
between auditory and visual stimuli on time-intensity cues alone, they should
succeed. If, however, the spectral properties of the vowels were neces-
sary, the results should drop to chance. Arguing that the temporal-envelope
properties of the stimuli were insufficient for success in our original experi-
ment, we favored the spectral hypothesis.

The results were in support of the spectral hypothesis. In the absence of
spectral information, infants’ cross-modal performance dropped to chance.
The mean percentage of fixation time to the matched stimulus was 54.6% (p
> .50), with only 17 of the 32 infants demonstrating the effect. 1 pection of
the overall visual fixation data revealed that infants spent just as long looki
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the reference vowels were not played for the subjects. We simply told them to
“imagine” them. Regardless of the test condition, real or imagined, adults ad-
justed the tone to a high frequency for the vowel /i/, usually a frequency
above 2000 Hz. For the vowel /i/ in both test conditions they adjusted the
tone to a mid-frequency, usually between 750 Hz and 1200 Hz. In other
words, our studies on adults’ perception of the pitch of vowels showed that
they can match auditorially presented vowels to auditorially presented pure
tones, thus replicating work done previously on the pitch of vowels. It also
extended these findings to imagined stimuli.

Our next question was whether the ability to relate pure tones to vowels by
adults could be replicated cross-modally. This had never been tested before.
This study involved auditory-visual matches between pure tones presented
auditorially and the visually presented articulatory movements. The study
was a replication of our cross-modal test using infants. The adults watched
the same /a/ and /i/ faces, but instead of listening to vowel sounds, they lis-
tened to one of nine pure tones ranging from a very low to a very high fre-
quency: 125 Hz, 250 Hz, 500 Hz, 750 Hz, 1000 Hz, 1500 Hz, 2000 Hz, 3000
Hz, and 4000 Hz.

As in our infant tests, the adults sat facing the three-sided cubicle. They
were first familiarized with the two visual stimuli in counterbalanced order.
Then both faces were shown, and one of the nine pure tones was presented in
synchrony with the faces. After a 2-min test period the adult was asked which
of the two faces was a better matchto thetone. Eight adults were tested in each
of the nine frequency conditions, for a total of 72 subjects. These adults were
not the same ones who had been tested in our A-A pure-tone vowel tests.

Because our own and others’ data showed that adults’ auditory judgments
of the mid-frequency tones (primarily 750 Hz to 1500 Hz) were associated
with the /a/ vowel and judgments of the high-frequency tones (2000 Hz to
4000 Hz) were associated with /i/, we were most interested in adults’ cross-
modal judgments of these frequencies. (We had included the very low fre-
quencies 125 Hz-500 Hz because we were also interested in adults’ auditory
and cross-modal judgments of /u/, a very low vowel. These three frequencies
are not considered here.)

The resulting data showed that there was a cross-modal relation between
pure tones of certain frequencies and vowels presented visually. For the
adults tested with the 750-, 1000-, and 1500-Hz pure-tone stimuli, 19 of the 24
judged them a better match to the /a/ face as opposed to the /i/ face (p <
.001 by binomial test). Coversely, of the adults tested with the 2000-, 3000-,
and 4000-Hz pure-tone stimuli, 21 of 24 judged them a better match to the /i/
face as opposed to the /a/ face (p < .001 by binomial test).

Thus, a clear pattern emerged for adults. Adults matched /a/ vowels to
mid-frequency pure tones and /i/ vowels to high-frequency pure tones. This
was a robust phenomenon and held true regardless of whether the vowel
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young infants can detect a cross-modal correspondence between speech
sounds presented auditorially and the sight of a person producing those same
sounds. By 18 weeks of age, infants appear to know that /a/ sounds emanate
from lips that are wi  open, that /i/ sounds emanate from retracted lips,
and /u/ sounds from protruded, pursed lips. That infants equate the audi-
tory and visual concomitants of speech at such an early age is indeed note-
worthy for theory.

Second, the detection of a match depends on the spectral rather than the
temporal properties of the auc >ry stimulus. This finding is essential to the
ary 1ent that it is speech itself (or the component features of speech), rather
than some general perceptual property such as timing, that is intermodally
represented. Third, our studies aimed at identifying the spectral properties
governing detection of the match showed that a distinctive feature such as
pitch, when isolated in a nonspeech auditory signal, was not sufficient to re-
produce the matching effect in infants. Infants did not match nonspeech
sounds to faces producing speech. This finding suggests the possibility that
thee respeech sound itself might be necessary for infants to detect a match
between auditory and visual speech. Interestingly, our studies showed that
the pitch feature was sufficient for adults, and it will be relevant to theory to
track the developmental time course of this change in the sufficient stimulus.

We turn now to another related finding emerging from the series of stud-
ies. Althouy mingly different on the surface, web: wveit addsimportant
converging nce concerning infants’ intermodal organization of speech.
The evidence concerns infants abilities to imitate the speech signals presented
to them. Vocal in 1ition and cross-modal speech perception are intimately
related, as we argue here.

VOCAL IMITATION

Thus far in discussing the intermodal organization of speech we have fo-
cused on the perception of speech through different sensory modalities —
auditory, visu . and tactile. Now we turn to speech production for further
clues about the intermodal organization of spee

As adults, we can produce a specific auditory target, such as a vowel, on
the first try. It is not a trial-and-error process. An auditory signal can be di-
rectly related to the motor commands necessary to produce that signal, be-
cause adults have rules that dictate the “mapping” between articulation and
audition. This mapping is quite sophisticated. Experime ; show that if an
adult speaker is suddenly thwarted in the act of pro  :ing a sound by the in-
tro cti ofasuddenloadimposedonhis orjaw,cor ensationisessen-
tially immediate (A s & Gracco, 1984). The adjustment ¢ oc " on the
very first laryngeal vibration, prior to the time the speaker has heard any-
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INFANT

Hard paiate

Soft palate

FIG. 7.2 Anatomical differences
between infants’ and adults’ vocal
tracts (from Kent & Murray, 1982). Tongue

Epiglottis

Jaw

and vocalizers. The infant’s vocal tract changes amatically between birth
and 6 months so that, for example, obligate nasalization drops out between 4
and 6 months when the separation of laryngeal and v pharyngeal struc-
tures occurs (Sasaki, Levine, Laitman, & Crelin, 1977). Third, e infant’s
vocal tract is smaller and the vocal folds are shorter than those of the adult,
and this makes the infant’s fundamental frequency and formant frequencies
higher than the adult’s.

At least four important consequences fo w from these anatomical facts.
First,ayo ginfant’s failure to match an adult’s production of /i/ may not
indicate an inability to imitate, but merely the constraints of his vocal appa-
ratus. Second, because of the zate nasalization, it is important that
neither mistake the nasal res 1ce for a low formant frequency (and
thereby falsely attribu tation of a sound that has such a component),
nor mistakenly ign ion of a sound just because it is accompanied by
nasalization. Third, because the infant’s vocal tract changes rapidly during
the first 6 mc¢ hs of life, changes in vocalizations need not be attributed to
the infant’s adaptation to his linguistic environment, but simply to changes in
the anatomy of the oral cavity. Fourth, because the infant’s laryngeal mecha-
nism is smaller than the adult’s, pitch and formant structure imitation sh¢
be sought in the infants’ matching of the pattern of pitch ¢ our o
formant structure rather than a match of the absolute frequencies of adult’s
speech.

Another set of considerations concerning vocal imitationr ites to
sign of the experiment. As pointed out by Meltzoff and Moore (1977,
1983b), there are problems with simply observing adult-infant intera






































